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Abstract: In this paper, a novel algorithm for randomly selecting a small subset of features from a dataset is 

presented. Using different combinations of features across a number of trials, the algorithm discovers the best 

subsets of features. When these subsets of features are obtained, the classification accuracies produced by three 

classifiers (K-Nearest Neighbor, Support Vector Machines, and Random Forest) are considered to evaluate the 

performance criterion of the proposed wrapper-based method. Further, to improve the classification accuracy 

and reduce the cardinality of the selected feature sets, an exhaustive feature selection method (the wrapper 

method) is used. The proposed algorithm is simulated on eighteen datasets, and the results are compared with 

those reported using nine comparable algorithms using three classifiers to justify the performance of the 

proposed algorithm. The average classification accuracies of eighteen datasets achieved are 88.66% in K-NN, 

89.88% in SVM, and 89.14% in RF classifier with at most 10 features. The proposed algorithm archives better 

CA compared to nine comparable algorithms and the results of the experiments prove the proposed algorithm's 

performance is better in selecting the most effective features compared to other algorithms. 

Keywords: data mining, dimensionality reduction, machine learning, feature section, wrapper method. 

1. Introduction 

 We need huge storage media today since so many daily tasks in our culture are automated. 

Mostly, the formatted datasets that have a well-formatted structure (like a relational database) 

nowadays often include a significant number of patterns and a limited number of classes in computer-

based applications. Every pattern has a set of features that help to represent it, and every pattern 

belongs to one of the classes. Data mining [1] is the process of extracting relevant information from a 

large database. A core phase in the data mining process is classification. The study of features is 

essential to classification. Feature selection (FS) and feature extraction are two important parts of 

feature analysis. FS [2], [3], is the process of selecting a subset of features from a dataset. On the 

other hand, feature extraction may combine or recalculate existing features to produce new ones. 

There may be redundant or noisy features in a dataset. These unnecessary features make the classifier 

more difficult and expensive while also creating confusion. Sometimes a classifier with the optimal 

number of features may yield more accurate results than one with additional features. The method is 

referred to as supervised if the FS uses data (such as the class of a pattern) that was provided before 

the process was applied. An unsupervised algorithm [4] is one in which the patterns are classified 

without any previous information (such as class) being provided. Many supervised FS [5] techniques 

make use of neural networks [6], fuzzy logic [7], and K-NN [8] search algorithms. 

To select the most important features from a dataset with a large number of features, wrapper 

methods could be used. Starting with a random FS for each fold, the scheme decides on the best fold 

based on classification accuracy (CA). Then, to increase CA and reduce the number of selected 

features, the exhaustive wrapper-based FS method is used. K-NN (K-Nearest Neighbor) [8], SVM 
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(Support Vector Machines) [9], and RF (Random Forest) [10] classifiers are used in the experiments 

to evaluate the CA of prediction by the algorithm. 

 In this study we propose, A novel wrapper method for FS in large dimensional datasets (WFS) 

and then determine the usefulness of the WFS algorithm by comparing with a recently published 

paper by Zhao et al. [11], in which eight FS algorithms namely as, FSRRW (relevant-redundant 

weight-based feature criterion) [11], MIFS (Mutual information feature selector) [12], JMI (join 

mutual information) [13], mRMR (minimum-redundancy maximum-relevance) [14], CIFE (class-

relevant redundancy) [15], MRI (max-relevance and max-independence) [16], DCSF (Dynamic 

Change of Selected Feature with the class) [17], & CWJR (conditional weight-based joint relevance) 

[18] are used and these algorithms could obtain results with at most 30 features. The objective is to 

achieve better CA with a reduced number of selected features compared to using eight algorithms. 

 The paper is organized as follows: Some feature selection techniques are given in Section 2. 

Section 3 explains the proposed method. A dataset description is presented in Section 4. Section 5 

presents the experiments. Section 6 covers simulation experiments and outcome analyses. The last 

part of the essay presents conclusions and potential areas for further study. 

 

2. Some Feature Selection Techniques 

 Feature selection (FS) is one of the essential machine learning pre-processing steps that 

eliminates redundant and irrelevant data with the goal of improving prediction accuracy and 

minimizing computing complexity. According to Saxena [5], there are mainly two basic types of FS 

methods: filter methods and wrapper methods. According to various evaluation factors, filter methods 

assign a score to each of the features. The observable contributions are further arranged in decreasing 

order. So, until the essential number of features is not obtained or the unique threshold (or CA, for 

example) is not reached, the significant features are sequentially selected. A feature's individual 

property is used to determine whether or not it is a significant feature. Using filter approaches, the 

majority of work has been done. In [19], Chernbumroong proposed the MRMC algorithm, based on 

neural networks for FS, for FS in [20], the ABACO algorithm is used; this method is a modified 

version of ant colony optimization [21]. In [22], FS using GNMF (Graph Regularized Non-Matrix 

Factorization) algorithms is proposed. A target function is created that locates a subspace where all 

samples are very separated from one another. The repeated optimization of this target function 

resulted in unsupervised FS [23]. In order to select features for multi-label datasets, a mutual 

information-based multi-label feature selection approach using the information interaction method is 

proposed. This algorithm evaluates feature dependence [24]. For email identification, a brand-new 

combined, document frequency and term frequency feature selection approach (DTFS) is proposed in 

[25]. To avoid premature convergence and provide more accuracy, a memetic feature selection 

technique for multi-label classification has been developed in [26]. Based on forward approximation, 

fuzzy-rough [27] feature selection is developed and used for large dimensional datasets in [28]. A FS 

technique based on the Fast Fourier Transform [29] is proposed for mechanical systems. RTBFS 

(Robust Twin Boosting Feature Selection), a novel ensemble method, is developed for FS in [30]. 

 in [31], implementation of the genetic algorithm as a filter model-based feature subset selection 

technique is used. Two kinds of weights (input-hidden and hidden-output) are obtained from trained 

neural networks. After this, since each node's general formula is based only on inputs, a genetic 

algorithm is utilized to improve this formula [32]. For classifying text, the ant colony optimization 

technique is used to select features in [33]. To get the best feature subset, a hierarchical search 
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framework and the Tabu search approach are combined in [34]. A technique for selecting features 

based on bits is proposed. It consists of two phases: the first phase creates a bitmap indexing matrix 

from a given dataset, and the second phase selects a collection of relevant features for the 

classification process and evaluates them using domain expertise [35]. For FS, a hybrid approach 

based on artificial neural networks (ANNs) and ant colony optimization is applied in [36]. The group 

method of data handling (GMDH) algorithm is developed in [37] and features are ranked based on the 

predictive power of those rankings using a learning algorithm. Zhu et al. [38] proposed a 

measurement known as the relative importance factor (RIF) to obtain data on less significant features. 

Higher accuracy and shorter calculation times are obtained by removing these less important features 

from the dataset. 

The wrapper technique to FS generates a subset of features and uses a classifier to assess the 

subset's usefulness. The Feature Subset Selection by Estimation of Bayesian Network Algorithm 

(FSS-EBNA) method is an evolutionary, population-based, randomized search technique. As feature 

subset evaluations, Naive-Bayes [39] and ID3 [40] learning algorithms are used. It employs the EDA 

(Estimation of Distribution Algorithm) paradigm and ignores using crossover and mutation operators, 

like in genetic algorithms, to generate the populations. The factorization of the probability distribution 

of the best solutions is obtained throughout a generation of the search [41]. Unsupervised FS is 

utilized to reduce the dimension of the datasets while still keeping the structure of the high 

dimensional dataset using a genetic algorithm using Sammon's stress function as the fitness function 

in [42]. By Dy and Brodley in [43], a wrapper framework for FS, clustering, and order identification 

concurrently. Furthermore, they compared the scatter separability feature selection threshold. 

Several techniques [44–50] for unsupervised FS are proposed. In [44], a technique is presented 

that divides the original feature set into multiple subsets or clusters, resulting in features that are 

extremely similar in one cluster. The last step is to select one feature from each cluster to produce a 

reduced feature set. The suggested technique for FS is dependent on the method used to estimate 

univariate data, although multiple techniques based on maximum entropy and maximum likelihood 

criteria are discussed in [45]. An unsupervised neuro-fuzzy feature ranking algorithm has been 

presented by Pal et al. [46]. In [47], a novel correlation-based FS technique is proposed. CFS based its 

search for a suitable subset of features on the predicted performances and inter-correlations of the 

features. CFS may significantly reduce the dimensionality of datasets while preserving or boosting the 

effectiveness of learning algorithms, according to tests on both continuous and discrete class datasets. 

A concept of redundancy between two random variables, X and Y, is described by Heydorn [48], and 

this concept is also used to construct a redundancy test. By using this test, redundant features may be 

eliminated without affecting classifier performance. Linear approaches cannot classify patterns using 

features that are linearly dependent on other variables. A measure of linear dependency is proposed in 

[49] as a FS tool to help identify linearly dependent features. Yan [50], proposed an efficient 

unsupervised feature selection method through feature clustering to address the redundancy among 

features [EUFSFC] and determine the size of the final feature subset. This paper used twelve high 

dimensional datasets. In addition, Xie, Wang [51], and Peng [52] proposed the hybrid filter and 

wrapper approach. Saxena et al. proposed hybrid feature selection [53], and in [54], Dubey et al. 

proposed a feature selection technique based on mutual information and cosine similarity. 
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3. Proposed Methodology 

 The WFS starts with a set of features randomly selected from the set of entire feature set of the 

original dataset. After repeated sets of experiments, the final subset of features is obtained. Following 

is a description of the whole scheme: 

1. Let F be the set of all features. 

2. Divide the F features into folds of q features each, q=10 in present method. Let N=F/q be the 

number of folds in the method. If mod(F/q) ~=0 then (N+1) th fold will be containing (F-N*q) 

features. Thus, in this case N folds will contain q features each, and the last (N+1) th fold will 

have remaining features as mentioned before. In case F is completely divisible by q, then all 

N folds will contain exactly q features each. For simplicity in understanding, we will mention 

N folds which will mean N or N+1 as the case may be. 

3. Select randomly q features for all N folds (for last fold, number of features may be <q as 

stated above).  

4. Use classifier Ci (i=1,2,3 for K-NN, SVM and RF respectively) to determine each fold’s CAi. 

5. Compare all N folds’ CAi using Ci and note the features of the fold with highest CAi . 

6. Apply exhaustive FS on Ci by taking all possible combinations of features obtained from best 

feature set. Find CA for each possible subset.   Let EFSi(t), t=1 in first trial, be the feature 

subset which produces highest CA after exhaustive search.  

7. Repeat steps 2 to 6 for T (T=100) trials and save EFSi(t), t=1,…,T. 

8. Determine EFi= EFSi(tj) for highest CAi achieved by classifier Ci for the jth trial. 

9. Determine EFi for i=1,2,3 classifiers. 

 

 

Figure 1: Process used in Proposed Work 
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4. Experiments 

4.1. Experiment Setting 

Using Python 3.9.7, the WFS algorithm was tested on a Windows 10 system with an Intel (R) 

Core i3, 4 GB of memory, a 2.30 GHz CPU, and a 500 GB SSD card. Ten independent runs of each 

experiment are performed in Python. For analysis, the average CA values over 10 times are taken in 

the Tables. 

In the experiment, we have used a standard scaler for normalization in all datasets, and three 

classification models, K-NN (K = 3), SVM (kernel = rbf), and RF, are used to evaluate the CA of the 

proposed scheme with the existing label present at the data source. In this study, 10-fold cross-

validation [55] was performed. Each experiment is run 10 times, and the average CAs of 10 times 

runs are shown in the Tables. 

4.2. Dataset Description 

Eighteen benchmark datasets from ASU [56] and UCI's machine learning repository [57] are 

taken in order to evaluate the effectiveness of the proposed algorithm. Table 1 provides the essential 

details of the datasets. Out of these datasets, which range in size from 17 to 11340 features; most are 

high-dimensional datasets. Twelve multiclass and six binary-class datasets are included in the 18 

datasets. 

Table 1: Datasets Descriptions 

Data sets Features Records class 

ALLAML 7129 72 2 

CBSMR(ConnectionistBench_Sonar_Mines_Rocks) 60 208 2 

CLL_SUB_1111 11340 111 3 

FTM (ForestTypeMapping) 27 326 4 

GLIOMA 4434 50 4 

Ionosphere 34 351 2 

Lung 3312 203 5 

lung-discrete 325 73 7 

Lymphoma 4026 96 9 

ORL 1024 400 40 

orlraws10P 10304 100 10 

ProsteGE 5966 102 2 

QSAR_B (QSAR_Biodegradation) 41 1055 2 

SCADI 206 70 7 

ThoracisSurgery 17 470 2 
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UrbanLandCover 148 168 9 

warpAR10P 2400 130 10 

warpPIE10P 2420 210 10 

 

4.3. Models Used 

4.3.1. K-NN 

        The K-Nearest Neighbor classifier (K-NN) [8] uses a distance measure like Euclidean distance to 

classify test data based on the known labels of the k closest neighbors. The majority of the class labels 

predicted by training patterns determine the class of the test patterns. 

 

4.3.2. SVM 

       Support Vector Machines (SVM) [9] is operated by locating the maximal margin hyperplane, or 

the linear separator, that is as far away from the positive and negative training data as possible. To 

make the linear separator very non-linear in the input space, kernel functions may be implemented to 

project the data into a high-dimensional space. 

4.3.3. RF 

       The supervised learning method includes the well-known machine learning algorithm Random 

Forest (RF) [10]. It is used for ML problems involving both classification and regression. The idea of 

ensemble learning provides its basis. The outcomes of many decision trees are merged to get a single 

conclusion. Its popularity is increasing as a result of its adaptability and simplicity. The ultimate result 

is predicted by the random forest using predictions from each tree, and the majority votes for those 

predictions. 

5. Results and Discussion 

       Tables 2–4 present the experimental results of the proposed WFS algorithm tested on eighteen 

datasets using K-NN, SVM, and RF classifiers, respectively. The first column presents the names of 

the datasets; the second to ninth columns present CA obtained using FS algorithms, namely WFS, 

FSRRW, MIFS, JMI, mRMR, CIFE, MRI, DCSF, and CWJR, and the tenth column presents the 

Number of Selected Features (NSF) using the proposed algorithm. 

       For comparison of the proposed algorithm WFS, eight renowned FS algorithms (FSRRW, MIFS, 

JMI, mRMR, CIFE, MRI, DCSF, and CWJR) are taken, which are termed as "other algorithms" now 

onwards. The W/L in the last row of each table represents win/loss scores. Win indicates that the 

proposed algorithm WFS performs "better or equal to" other algorithms, and loss indicates that the 

proposed algorithm WFS performs "lesser than" the other algorithms. The highest CA in each row is 

written in bold letters. 

       As per Table 2, WFS achieves better CA on fourteen datasets compared to those obtained by 

other FS algorithms. For CBSMR, lung, lung-discrete, lymphoma, and ORL datasets, the WFS 

algorithm achieves slightly less CA. On CBSMR datasets, the MRI algorithm achieves better CA 

compared to other algorithms. On lung, lung-discrete, lymphoma, and ORL datasets, the FSRRW 

method achieves better CA compared to other algorithms. In the WFS algorithm, the ALLAML 
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dataset achieves a maximum CA of 98.75% compared to eighteen datasets and a minimum CA of 

76.25% on ORL datasets compared to eighteen datasets. Overall, the WFS algorithm achieves an 

average CA of 88.66% across all datasets with an average of seven selected features, which is better 

compared to other algorithms. With respect to W/L, WFS directs maximum win, i.e., seventeen in 

comparison with the CIFE algorithm, and minimum win, i.e., thirteen in comparison with the FSRRW 

algorithm. This refers to the hardest competitor of WFS is FSRRW. 

       According to Table 3, we archived the better CA on twelve datasets using the proposed algorithm 

WFS when compared to other algorithms. The WFS algorithm produces slightly less CA for the lung, 

lung-discrete, lymphoma, ORL, warpAR10P, and warpPIE10P datasets. In the lung datasets, the 

CWJR algorithm outperforms other algorithms in terms of CA. In comparison to other algorithms, the 

FSRRW algorithm produces better CA in the lung-discrete, lymphoma, ORL, warpAR10P, and 

warpPIE10P datasets. When compared to eighteen datasets, the ALLAML dataset in the WFS 

algorithm achieves a maximum CA of 100%, while the warpAR10P dataset obtains a minimum CA of 

83%. The WFS algorithm achieves an average CA of 89.88% across all datasets with only an average 

of 7 features, and the average CA of the WFS algorithm is better compared to other algorithms. W/L, 

WFS directs maximum win, i.e., eighteen in comparison with the CIFE algorithm, and minimum win, 

i.e., twelve in comparison with the FSRRW algorithm. 

Table 2: Averages CA (in %) Evaluated by the K-NN 

Datasets WFS FSRRW MIFS JMI mRMR CIFE MRI DCSF CWJR NSF 

ALLAML 98.75 98.39 95.03 97.42 95.95 75.53 91.58 89.02 96.78 3 

CBSMR 80.88 83.15 77.42 82.67 78.38 81.39 84.48 82.9 80.73 3 

CLL_SUB_1111 84.77 84.77 70.7 80.6 74.54 52.99 78.92 74.99 83.41 5 

FTM 87.66 82.62 81.45 77.76 81.54 73.76 81.36 81.42 82.15 6 

GLIOMA 90 87.59 76.75 86.97 76.05 58.34 73.72 70.67 85.7 4 

Ionosphere 94.29 89.92 89.83 88.92 89.91 87.82 89.29 87.34 89.45 4 

Lung 95.57 96.04 89.17 95.56 93.74 73.13 94.93 94.37 95.36 7 

lung-discrete 86.52 90.84 84.42 88.37 80.46 66.28 87.87 87.3 90.08 9 

lymphoma 85.11 94.33 89.21 89.9 89.68 58.56 92.01 92.62 92.3 9 

ORL 76.25 83.78 81.03 81.12 82.92 52.69 80.63 82.43 83.54 9 

orlraws10P 98 94.6 89.5 92.6 93.93 63.17 87.6 85.37 94.7 8 

Prostate_GE 97 95.04 89.01 93.64 92.9 86.99 93.33 93.17 94.31 7 

QSAR_B 85.01 78.46 75.67 75.14 77.94 75.96 76.86 77.79 76.21 8 

SCADI 88.57 78.69 70.61 71.43 71.12 60.67 78.67 75.1 78.29 5 

ThoracisSurgery 85.95 81.84 81.01 80.75 80.57 80.94 81.49 81.35 81.16 5 

UrbanLandCover 85.77 79.27 72.74 64.48 70.06 44.51 80.03 78.36 62.74 7 

warpAR10P 80 76.52 77.72 78.2 78.06 36.87 64.62 66.2 79.77 5 

warpPIE10P 95.76 95.58 82.63 93.85 94.38 80.41 93.14 94.59 91.12 10 

Average 88.66 87.3 81.88 84.41 83.45 67.22 83.92 83.06 85.43 7 

W/L  13/5 16/2 14/4 16/2 17/1 14/4 14/4 15/3  

   

In Table 5, we compare the proposed algorithm WFS to other algorithms and archive all eighteen 

datasets for better CA. In the WFS algorithm, ALLAML and ORLraws10P datasets achieve a 

maximum CA of 100% compared to eighteen datasets and a minimum CA of 75.75% on ORL 

datasets compared to eighteen datasets. It has been observed that WFS achieves an average CA of up 

to 89.14% across eighteen datasets, and WFS average CA is better than compared to other algorithms. 

With respect to W/L, WFS directs eighteen wins and zero losses compared to other algorithms. 
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Figures 2-4 effectively summarize the statistical win/loss statistics of WFS in comparison to other 

algorithms. Most of the proposed algorithm consists of the win frequencies on the K-NN, SVM, and 

RF classifiers. This research demonstrates that in the WFS algorithm, selected features provide more 

significant information, which can mostly increase the classification effectiveness, and that the WFS 

algorithm is more effective than other algorithms. 

       Table 5, represents the summative comparison of WFS and other algorithms: the first block 

presents the best CA out of all classifiers in other algorithms, the second column represents the best 

CA out of all classifiers in the WFS algorithm; the third block represents the number of selected 

features in the WFS algorithm; and the last block represents the index of selected feature sets in WFS. 

Figure 5 represents the Summative comparison of WFS and other algorithms. 

Table 3: Averages CA (in %) Evaluated by the SVM 

Datasets WFS FSRRW MIFS JMI mRMR CIFE MRI DCSF CWJR NFS 

ALLAML 100 99.02 94.69 97.44 94.92 82.73 93.89 93.81 93.64 6 

CBSMR 80.73 74.65 75.44 78.61 75.54 75.54 76.15 76.64 75.69 7 

CLL_SUB_1111 86.59 77.36 70.98 73.31 67.93 48.77 74.83 75.16 79.7 8 

FTM 88.94 87.19 84.9 79.62 76.5 76.5 81.96 83.81 84.16 5 

GLIOMA 92 86.72 76.82 82.24 70.7 59.53 71 70.01 84.01 7 

Ionosphere 95.72 87.54 88.26 84.37 83.19 83.19 83 82.75 88.24 8 

Lung 95.5 95.14 90.79 94.36 92.04 77.61 93.46 93.34 95.75 9 

lung-discrete 86.25 91.96 88.29 88.77 81.98 69.5 88.22 88.29 90.17 8 

lymphoma 87.22 96.28 90.58 94.45 90.09 56.98 94.37 93.56 95.73 2 

ORL 83.5 86.02 82.03 83.38 82.88 58.55 83.64 85.22 84.86 9 

orlraws10P 99 95.93 92.5 95.73 95.43 72.97 92.9 91.23 97.07 8 

Prostate_GE 97.09 93.2 89.83 91.38 89.81 85.02 90.88 90.76 90.08 6 

QSAR_B 86.24 81.48 80.1 78.48 77.76 77.76 79.73 80.83 79.72 9 

SCADI 88.57 84.79 84.7 75.59 72.67 72.67 86.03 84.33 84.52 4 

ThoracisSurgery 85.96 85.11 85.11 85.11 85.11 85.11 85.11 85.11 85.11 3 

UrbanLandCover 86.83 80.56 78.82 67.5 66.57 58.24 81.2 80.46 66.57 7 

warpAR10P 83 91.03 86.6 78.6 86.41 58.8 81.72 81.11 82.22 7 

warpPIE10P 95.23 96.52 91.88 94.71 94.71 90.14 93.86 95.36 91.89 8 

Average 89.88 88.36 85.13 84.65 82.46 71.65 85.11 85.1 86.06 7 

W/L  12/6 15/3 15/3 16/2 18/0 15/3 14/4 16/4  

  

Table 5 and Figure 5 clearly show that the WFS algorithm selected feature set is more relevant 

compared to other algorithms, and the WFS algorithm selected features are mostly non-redundant 

feature. The WFS algorithm selects at most 10 features in each dataset, whereas other algorithms 
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select at most 30 features. In the WFS algorithm, 90.16% of the average CA is better compared to 

other algorithms 89.97% of the average CA. Overall, results show that the WFS algorithm has the best 

ability to select relevant features and significantly improves the classifier's efficiency. 

       Table 6 and Figure 6 shows the comparison between the CA of the WFS algorithm (in selected 

feature set) and the CA of the PCA algorithm (with the same number of selected features and 

classifier as in Table 5).in Table 6, the first block presents the best CA out of all classifiers in the 

WFS algorithm; the second column represents the CA of the PCA algorithm with the same number of 

selected feature sets and classifiers as in the WFS algorithm. Figure 6 represents the comparison of 

the WFS algorithm with the PCA algorithm. 

       In Table 6, the WFS algorithm archives better CA on the seventeen-dataset compared to CA of 

PCA algorithm with same number of selected features. For the ORL dataset WFS algorithm archives 

83.5% of CA and PCA algorithm archives 84.25% of CA. in the ORL dataset WFS algorithm archives 

slightly low accuracy compare to PCA algorithm. The WFS algorithm, archives average CA of 

eighteen datasets is 90.13% and for the PCA algorithm archives average CA of eighteen datasets is 

81.14%. 

Table 4: Averages CA (in %) Evaluated by the RF 

Datasets WFS FSRRW MIFS JMI mRMR CIFE MRI DCSF CWJR NFS 

ALLAML 100 96.58 94.25 95.39 94.37 82.04 92.47 91.47 95.31 6 

CBSMR 81.19 79.45 74.43 79.03 77.1 78.33 80.12 80.87 78.38 5 

CLL_SUB_1111 85.75 81.9 70.3 76.53 71.23 53.14 76.43 73.68 80.06 8 

FTM 87.7 83.26 81.9 78.23 82.48 74.89 81.82 82.3 83.12 4 

GLIOMA 92 82.44 80.2 79.96 65.19 48.72 62.57 62.66 79.88 5 

Ionosphere 94.89 92.61 91.29 92.51 91.54 91.03 91.56 92.16 92 8 

Lung 95.54 92.5 88.11 91.91 89.84 77.79 90.83 89.37 93.03 6 

lung-discrete 87.85 78.5 69.5 76.43 66.89 58.45 75.73 76.12 77.85 8 

lymphoma 87.33 86.73 77.69 84.26 78.1 55.06 84.47 84.09 86.44 7 

ORL 75.75 69.79 61.95 67.46 67.19 39.18 62.64 63.41 69.78 10 

orlraws10P 100 93.67 82.2 92.83 87.1 53.9 84.03 78.57 95.27 6 

Prostate_GE 95.09 91.76 88.5 91.23 89.64 85.48 92.62 90.53 91.49 6 

QSAR_B 86.25 81.22 80.02 78.58 81.24 77.9 79.08 80.86 80.77 5 

SCADI 88.57 84.35 77.86 76.24 80.35 68.68 84.01 83.56 85.28 7 

ThoracisSurgery 85.74 82.09 83.54 81.71 82.63 81.49 81.57 82.07 83.47 4 

UrbanLandCover 87.53 79.68 75.96 68.37 70.79 51.5 79.05 78.19 66.04 5 

warpAR10P 80 79.02 71.86 76.63 77.08 38.8 68.95 64.97 78.37 7 

warpPIE10P 93.33 88.66 86.56 86.8 86.78 74.22 88.31 88.54 87.32 8 

Average 89.14 84.68 79.78 81.89 79.97 66.14 80.9 80.19 83.55 7 

W/L  18/0 18/0 18/0 18/0 18/0 18/0 18/0 18/0  
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Figure 2: WFS Algorithm Performance with the K-NN Classifier 

 
Figure 3: WFS Algorithm Performance with the SVM Classifier 

 
Figure 4: WFS Algorithm Performance with the RF Classifiers 
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Figure 5: Summative comparison of WFS and other algorithms. 

Table 5: Summative comparison of WFS and other algorithms. 

Datasets 

Best CA out of all 

classifiers in other 

algorithms 

Best CA out of all 

classifiers in WFS 

algorithms 

NSF Index of selected feature sets 

 CA Classifier CA classifier   

ALLAML 99.02 SVM 100 SVM 6 
4231, 6540, 4380, 6184, 6544, 

1833 

CBSMR 84.48 K-NN 81.19 RF 5 20, 59, 44, 10, 36 

CLL_SUB_1111 84.77 K-NN 86.59 SVM 8 
10295, 7335, 8880, 4564, 7147, 

10612, 6285, 2631 

FTM 87.19 SVM 88.94 SVM 5 0, 1, 7, 8, 24 

GLIOMA 87.59 K-NN 92 SVM 7 
1029, 884, 3837, 2045, 2002, 

2759, 1156 

Ionosphere 92.61 RF 95.72 SVM 8 21, 7, 33, 27, 4, 9, 14, 8 

Lung 96.04 K-NN 95.57 K-NN 7 
2239, 566, 1492, 2341, 3242, 

1182, 2009 

lung-discrete 91.96 SVM 87.85 RF 8 8, 120, 70, 55, 130, 222, 18, 202 

lymphoma 96.28 SVM 87.33 RF 7 
2287, 236, 2746, 3552, 3656, 

2295, 1189 

ORL 86.02 SVM 83.5 SVM 9 
173, 348, 800, 28, 980, 904, 101, 

151, 228, 108 

orlraws10P 97.07 SVM 100 RF 6 944, 9621, 95, 10195, 6854, 781 

Prostate_GE 95.04 K-NN 97.09 SVM 6 4183, 3685, 4646, 1978, 2585, 
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3079 

QSAR_B 81.48 SVM 86.25 RF 5 17, 35, 9, 8, 15, 5, 26 

SCADI 86.03 SVM 88.57 SVM 4 40, 104, 83, 75 

ThoracisSurgery 85.11 SVM 85.96 SVM 3 8,6,4 

UrbanLandCover 81.2 RF 87.53 RF 5 4, 69, 39, 18, 92 

warpAR10P 91.03 SVM 83.07 SVM 7 
843,2342,1866,1140,2144,2145,21

74 

warpPIE10P 96.52 SVM 95.23 K-NN 8 
1664, 1925, 697, 107, 2419, 97, 

730, 1235 

Average 89.97  90.13  7  

 

              Figure 7 to 24 represents a correlation matrix heat map of selected features in eighteen 

datasets. A correlation matrix is a table that displays the correlation coefficients for different features. 

The matrix displays the correlation between each group of numbers in a table. A correlation heatmap 

uses colored cells to display the data on a typically monochrome scale while providing a 2D 

correlation coefficient between two discrete dimensions. The values of the second dimension are 

represented as columns in the table, while the values of the first dimension are shown as rows. The 

color of the cell indicates the percentage of measurements that match the dimensional value. The 

range of correlation is +1 to -1, with 1 representing highly redundant features in the positive direction 

and -1 representing highly redundant features in the negative direction. Hence, a value of 0 denotes 

that the features are non-redundant. Correlation heatmaps are perfect for data analysis and redundancy 

checking. Figure 7 to 24 clearly show that the WFS algorithm selected feature are mostly non-

redundant features. 

Table 6: Comparison of the WFS algorithm with the PCA algorithm 

Datasets classifier NFS 

Best CA out of all 

classifiers in WFS 

algorithm 

CA of PCA algorithm with same 

number of selected feature set and 

classifier respected to WFS algorithm 

ALLAML SVM 6 100 91.61 

CBSMR RF 5 81.19 71.62 

CLL_SUB_1111 SVM 8 86.59 64.85 

FTM SVM 5 88.94 82.77 

GLIOMA SVM 7 92 80 

Ionosphere SVM 8 95.72 92.05 

Lung K-NN 7 95.57 95.05 

lung-discrete RF 8 87.85 80.77 

lymphoma RF 7 87.33 82.54 

ORL SVM 9 83.5 84.25 

orlraws10P RF 6 100 95.2 
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Prostate_GE SVM 6 97.09 84.18 

QSAR_B RF 5 86.25 82.73 

SCADI SVM 4 88.57 84.29 

ThoracisSurgery SVM 3 85.96 85.11 

UrbanLandCover RF 5 87.53 73.78 

warpAR10P SVM 7 83.07 46.92 

warpPIE10P K-NN 8 95.23 82.86 

Average   90.13 81.14 

 

 

Figure 6: Comparison of the WFS algorithm with the PCA algorithm 

 
 

 Figure 8: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of CBSMR 

Dataset. 
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Figure 9: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of 

CLL_SUB_1111 Dataset. 

Figure 10: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of FTM 

Dataset. 
 

  

Figure 11: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of GLIOMA 

Dataset. 

 

Figure 12: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of Ionosphere 

Dataset. 

 
 

  

Figure 13: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of Lung 

Dataset. 

Figure 14: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of  

lung-discrete Dataset. 
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Figure 15: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of lymphoma 

Dataset. 

Figure 16: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of ORL 

Dataset. 

  

Figure 17: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of orlraws10P 

Dataset. 

Figure 18: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of 

Prostate_GE Dataset. 

  

Figure 19: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of QSAR_B 

Dataset. 

Figure 20: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of SCADI 

Dataset. 
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Figure 21: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of 

ThoracisSurgery Dataset. 

Figure 22: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of 

UrbanLandCover Dataset. 

 

  
Figure 23: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of 

warpAR10P Dataset. 

Figure 24: Correlation Matrix using Heat Map 

Representation on Selected Feature sets of 

warpPIE10P Dataset. 

 

6. Conclusion and Future Work 

       The wrapper methods can be used to select the most relevant features from a dataset with a huge 

number of features. The scheme begins by randomly selecting features for each fold and selecting the 

best fold based on classification accuracy (CA). To improve CA and reduce the number of selected 

features, the exhaustive feature selection method (Wrapper method) is used. 

       The size of the selected features is much smaller than that of the original dataset of higher 

dimensionality. On several datasets with reduced features (selected features), the CAs achieved using 

K-NN, SVM, and RF classifiers are better than or almost similar to those obtained by nine 

comparable algorithms. In maximum datasets, WFS achieved better CA compared to the nine 

comparable algorithms. The simulation of the scheme makes use of eighteen datasets. In the selected 

feature sets of the proposed algorithms, the average CA of eighteen datasets is 88.66% in K-NN, 

89.88% in SVM, and 89.14% in RF classifiers with at most 10 selected features. The challenges and 

future scope include testing the performance of the model with thousands or millions of features. 

Further, it will be interesting to calculate classification accuracy, using various machine learning and 

deep learning algorithms with a carefully selected set of parameter values. 
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