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Abstract 

The most devastating pandemic to ever infiltrate humans is COVID-19. An automatic 

detection system is an instantaneous diagnosis option to prevent COVID-19 transmission. The 

objective of this research work is to propose a novel CNN (Convolutional Neural Network) 

based   Covid-19 detection system to classify the radiological (chest X-ray) images into binary 

classes (Covid-19 and Non-Covid-19) and three (multi) different classes ( Normal Lungs, 

Lungs infected by Covid-19 and Lungs infected by Pneumonia). The efficiency of the proposed 

CNN(CoronaNet) model is compared with six existing pre-trained models (AlexNet, 

GoogleNet, VGG-16, SqueezeNet, Inception-V3 and ResNet-50) for identifying Covid-19 

from radiological images. The computer experimental results demonstrate that the proposed 

CoronaNet model has achieved an overall accuracy of 96.4% for binary-class classification 

(Covid-19 and Non-Covid-19) and 94.4 %  for multi- class classification (Normal, Covid-19 

and Pneumonia). The proposed technique could be a useful tool for radiologists to diagnose 

and treat Covid-19 patients promptly. 

Keywords: Covid-19, CNN, Deep Learning, Chest X-ray images classification 

 

1. Introduction 

COVID-19 has exploded into a global public health disaster, putting massive burden 

on healthcare systems around the world. According to the medical study, Covid-19 symptoms 

include an initial fever, respiratory infection with dry cough, dyspnea (shortness of breath), 

loss of smell and taste, fatigue /weariness and myalgia (muscle pain) [1]-[3]. Around 15–20% 

of patients have severe illness, with a mortality rate of around   2-3% [4].  It can be diagnosed 

using a variety of laboratory tests, such as Real-Time Polymerase Chain Reaction (RT-PCR) 

or Sequencing, nasopharyngeal aspirate and oropharyngeal aspirate [3]-[5]. For diagnosing 

Covid-19, RT-PCR test is the gold standard method [6] and it requires atleast 4-6 hours to give 

out the results from sample collection [7]. RT-PCR has a number of disadvantages, including 

a lack of test kits, time consuming, possibility of false negative results and a sensitivity of 60–

70% [8]-[9]. Covid-19 can also be detected through various medical imaging technologies such 

as Computed Tomography (CT) scan and chest X-ray images [9]-[13].  

             Recently, the Convolutional Neural Networks (CNNs) (a type of ‘Deep Learning 

Algorithms’) are used to detect diseases from mammogram images [14], MRI scan images 

[15], X-ray images [6], CT scan images [16], Ultrasonography [17], microscopic images and 
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so on. However, deep learning models can extract relevant features from the data, without any 

human supervision [32]. 

CNNs have been widely used for image classification and segmentation. Several studies 

have shown that COVID-19 may be detected using chest X-ray and CT scan images [18]-[28]. 

T. Ozturk et al. [18] have introduced DarkNet model to detect Covid-19 from chest X-Ray 

images and the model has 19 convolutional layers with different filters in each layer. It has 

achieved an accuracy of 87.02% for three-class classification. 

Linda Wang et al. [19] have introduced COVID-Net model that has yielded the highest 

accuracy of 93.3% for three-class classification.  M. Polsinelli et al. [20] has used SqueezeNet 

model to detect Covid-19 from CT scan images. The dataset which has consisted of 453 Covid-

19 images, 497 normal images, achieving 85.03% accuracy for binary class classification. M. 

M. Mijwil and E. A. Al-Zubaidi [21] have classified Covid-19 images from chest X-ray images 

by applying GoogleNet architecture, with an elapsed time of 74 minutes and 37 seconds and 

has achieved an accuracy of 82.14% for training the dataset. 

Lourdes Duran-Lopez et al. [22] have designed a novel deep learning based system and 

called COVID-XNet for Covid-19 detection from chest X-ray images. A 5-fold cross-

validation method has been used to train and validate the system and it has yielded the highest 

accuracy of 94.43% for two(binary) class classification. Prabira Kumar Sethy et al. [23] have 

applied ResNet-50+SVM classifier to classify Covid-19 images from chest X-ray images and 

the model has achieved an accuracy of 95.33%. 

Ezz EI-Din Hemdan et al. [24] have implemented seven pre-trained CNN models such 

as VGG19, DenseNet121, ResNetV2, InceptionV3, Incepetion-ResNet-V2, Xception and 

MobileNetV2 for classification of Covid-19 from Normal cases. VGG19 and DenseNet121 

have achieved the highest accuracy of 90% for binary class classification. X. Xu et al. [25] 

have used CT chest scan images to train ResNet50 model which has achieved an accuracy of 

86.7% for binary class classification.  M. Rahimzadeh and A. Attar [26] have proposed 

concatenation of Xception and ResNet50V2. It has yielded the highest classification accuracy 

of 91.4% for three class classification.  

T. Mahmud et al. [27] have presented a new CNN model called CovXNet which has 

used chest X-ray images to diagnose Covid-19 automatically. It has yielded the highest 

classification accuracy of 94.7% for binary class classification and 89.6% for three class 

classification. 

K. Medhi et al. [28] have used data acquisition, pre-processing (noise removal), 

segmentation, feature extraction and classification model to detect Covid-19 from chest X-ray 

images. It has yielded the highest classification accuracy of 93% for two class classification. 

The literature survey shows that the prior models are using limited samples and the data 

are typically unbalanced. Also, it should be emphasized that binary class classifications are 

used by most of the prior models. However, limited models have used multi-class (three or four 

class) classifications. The main objective of our proposed study is to build an efficient CNN-

based network model for automatic detection of Covid-19 infection from chest X-ray images 

using binary class and multi-class classifications.  

 This paper is organized as follows. In section 2, we briefly describe the details of 

proposed study such as dataset and its augmentation, convolutional neural network, proposed 

CoronaNet model and its implementation process. In section 3, we present our results and 

discussion on CoronaNet model for (a) dropout (b) batch size (c) epoch (d) performance of 

different optimizers (e) graphics of training accuracy and validation loss (f) confusion matrix 

of CoronaNet model and (g) comparison of proposed CoronaNet model with other existing 

studies. In section 4, we highlight the principal outcome of the study. 
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2. Details of Proposed Study 

The proposed model intends to classify the chest X-ray images into multi-classes 

(Normal, Covid-19 and Pneumonia) and binary classes (Covid and Non-Covid). Fig.1. depicts 

the sequence of steps to be involved in building the proposed model.  

 The following sections provide details on each step of the proposed model. The 

performance of the proposed model and pre-trained /existing models have been evaluated, 

based on different metrics such as accuracy, precision, sensitivity, specificity, and F1-score, in 

2 class classification and 3 class classification problems. These metrics are computed by 

different parameters of the Confusion Matrix such as True Positive (TP), False Positive (FP), 

True Negative (TN) and False Negative (FN) [29]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. Flowchart of proposed model 

2.1. Dataset 

The public dataset of chest X-ray images has been obtained from GitHub (Covid-19- 

chest X-ray dataset), prepared by Joseph Paul Cohen and is used in our study. Chest X-ray and 

CT scan images make up the original (fundamental) dataset.     In our study, only chest X-ray 

images are chosen for Covid-19 detection. Dataset is summarized in Table.1. 

 

Table.1. Summary of dataset with and without augmentation 

 

Diseas

e 

No. of 

samples 

before 

augmen

tation 

No. of 

samples 

after 

augmen

tation 

No. 

of 

train

ing 

sam

ples 

No. of 

valida

tion 

sampl

es 

No. 

of 

testi

ng 

sam

ples 

Covid-

19 

1441 1860 1249 561 50 

Normal 1435 1890 1282 558 50 
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Augmented data is deployed to train the model. These images have been separated into 

a partition of 70% and 30% for training and validation, respectively. Sample chest X-ray 

images of Covid-19, Normal and Pneumonia are shown in Fig.2.  

 

 
a) Covid-19            b) Normal        c) Pneumonia 

Fig .2. Sample chest X-ray images 

2.2 Dataset Augmentation 

       The process of performing a set of operations on the fundamental data to increase the 

amount of data samples is known as data augmentation. CNN architectures often tend to overfit 

a small number of samples.  However, accessing a massive amount of data is not perpetually 

feasible. Hence the data can be augmented in a computer system, by applying various 

transformations such as rotation, scaling, adding noise and horizontal axis flipping to the 

original data [7], [30]. 

 
Fig .3. Illustration of data augmentation of a sample image 

 

Fig.3. illustrates of data augmentation of a sample image of the dataset. The training set 

images are all rotated by 45°, 90° and 180°. Scaling is used to alter or change the size of images. 

CNNs can learn more powerful features by introducing noise to the images. A matrix of random 

numbers, frequently derived from a Gaussian distribution, are injected during the "noise 

addition" process. The horizontal axis flipping frequently is quite common than the vertical 

axis flipping. This augmentation is one of the easiest to implement and has proven useful on 

the datasets such as CIFAR-10 and ImageNet [30].  In this study, the augmented datasets are 

given as input to CNN.  

 

2.3. Convolutional Neural Network (CNN) 

CNN automatically detects the features without any human supervision.  Its architecture 

is designed with inspiration from the organization of the visual cortex, similar to the connection 

model of neurons in the human brain. CNN is an organization of Input layer, Hidden layers 

(Convolutional, Pooling & Fully Connected layers) and Output layer as shown in the Fig.4. 

Pneum

onia 

1459 1871 1254 567 50 

Total 4335 5621 3785 1686 150 
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Fig .4. Architecture of CNN model 

 

CNN models have been successfully implemented in many applications such as image 

classification [31], object detection [32], medical image analysis [33] etc. These models have 

been proved to obtain superior results in a wide range of medical image processing applications 

[29]. 

Table.2. Detailed description of the pre-trained and proposed CNN(CoronaNet) models 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The base layer of CNN is called Convolutional layer [34]. In this layer, the CNN uses 

various kernels to convolve the input image as well as central feature maps [6]. This layer is 

also called as the feature extraction layer. The convolutional layer extracts one or more features 

from the input images, then it creates a dot product and produces one or more matrices, using 

the image matrices. Further, applying various filters, the convolutional layer performs various 

operations such as edge detection, blur and sharpening. 

 The pooling layer is used to reduce the resolution of activation map and the number of 

parameters. This layer improves computing, avoids overfitting and uses less memory. There are 

different varieties of pooling layers, namely sum pooling, average pooling and maximum 

pooling layers. Five maxpooling layers have been used in this study. The fully connected (FC) 

layers have full connections to all the activations in the previous layer. The last FC layer predicts 

the output and forwards to the output layer.  

Model Hidde

n 

Layer

s 

Input layer 

size 

Outpu

t layer 

size 

AlexNet 8 (224,224,3

) 

(2,1) 

VGG-16 16 (224,224,3

) 

(2,1) 

SqueezeN

et 

18 (227,227,3

) 

(2,1) 

GoogleNet 22 (224,224,3

) 

(2,1) 

Inception-

V3 

42 (299,299,3

) 

(2,1) 

RestNet-

50 

50 (224,224,3

) 

(2,1) 

Proposed 

CoronaNe

t 

26 (256,256,3

) 

(2,1) 
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             In this study, in addition to the proposed CNN (CoronaNet) model, six more successful 

pre-trained models such as AlexNet [35], GoogleNet [36], VGG-16, ResNet-50, SqueezeNet 

[37] and Inception-V3 [38] are together described in detail, in Table.2. These models have been 

used for binary class and multi-class classifications.  

 

2.4. Proposed Coronanet Model 

It is a CNN consisting of five Convolutional 2D layers, five maxpooling layers and six 

batch normalization layers. Fig.5. shows the architecture of the proposed CoronaNet model. 

Table.4. presents the summary of the proposed CoronaNet model. Adam optimizer has been 

used for weight updation. 

 

 
Fig .5. Architecture of CoronaNet model 

 

 The most challenging aspect is integrating all the layers (convolutional layers, activation 

functions and values of optimizer) to get an exquisite result from the suggested model in terms 

of accuracy and other assessment criteria. Initially, our CoronaNet model has been started with 

21 layers, ReLU as an activation function with max pooling layers and group normalization, 

instead of batch normalization. This trial model has achieved an accuracy of 72.2% for multi-

class classification. After switching over to batch normalization from group normalization, the 

classification accuracy has improved and the model has   achieved a training accuracy of 89% 

for multiclass classification. Hence this study suggests that batch normalization performs better 

than group normalization as stated in Ref. [33]. The batch normalization technique is utilized to 

standardize the inputs and this technique has distinct advantages such as reducing training time 

and improving model stability [8]. First, ReLU has been used as an activation function along 

with max pooling layer and batch normalization. Again, switching over to Elu and Leaky ReLU 

instead of using ReLU as activation functions, the classification accuracy has improved in both 

cases. In our computer experiment (simulation), the results show that Leaky ReLU performs 

better than the other two activation functions, whereas Elu performs better than ReLU. 

 Incorporating one more convolutional layer and one maxpooling layer with our initial 

21-layers architecture will be increasing the classification performance of the CoronaNet model. 

Hence, the initial 21-layers model has been further extended with two additional Convolutional 

layers, a Leaky ReLU layer, a Batch Normalization layer and Maxpooling layer, which leads to 

boosting of classification accuracy both in binary class and multi-class classifications, as 

presented in Table 3. 

The same parameters, such as activation function and optimizer values, have been 

applied to every model. Table.3. demonstrates accuracy for 21-layer, 23-layer, and 26-layer for 

two and three classes classifications. It can be observed that the 26-layer model's accuracy is 

superior to others. 

The proposed model has been developed by trying with combination of layers, different 

activation functions, different optimizers and other assessment criteria such as confusion matrix 

and various metrics. 
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Table.3. Comparison of classification accuracy for different layers, used in 

CoronaNet model 

2. 5. Implementation Process  

 Two different classification approaches viz. binary class (Covid-19, Non-Covid) 

classification and multi-class (Normal, Covid-19, Pneumonia) classification approaches have 

been adopted for estimating the performance of the CoronaNet in detecting the Covid-19 from 

chest X-ray images. During implementation, all the runs (simulations) of CoronaNet for 

different hyper-parameters have been carried out on MatlabR2021b. Hyper-parameters are the 

explicitly specified parameters viz. learning rate, dropout, batch size, epoch and optimizer that 

control the training process. They are essential for optimizing the model.  

The best learning rate of a model is chosen, based on the minimum loss [29]. Hence the 

learning rate is chosen to be 0.0001, since this value is used especially for ADAM optimizer in 

most of the CNN model studies [16], [33]. Each layer learns at the same learning rate of 0.0001 

[35]. SGDM, ADAM, and RMS-prop are the optimizers which are employed for the training. 

Each model is trained with dropout rates such as 0.1, 0.2, 0.3, 0.4, 0.5 and 0.6, batch sizes of 

16, 32, 64 and 128 and epoch values such as 10, 20, 30, 40, 50, 60 and 70. The efficiency of 

the proposed CoronaNet model is compared with six existing models (AlexNet, GoogleNet, 

VGG-16, SqueezeNet, Inception-V3 and ResNet-50) for detecting    Covid-19 from chest X-

ray images. The performance of the CoronaNet model and existing models has been assessed 

using confusion matrix and various metrics such as accuracy, precision, sensitivity, specificity 

and F1-score. 

Table.4. Summary of proposed CoronaNet Architecture 

Layers Accuracy of 

binary class 

classification 

Accuracy of 

multi-class 

classification 

21-layer 90% 72% 

23-layer 93% 89% 

26-layer 96% 94% 

No of 

Layers 

Name Layer Type Activation Layers Learnable 

Properties 

Number 

of 

Learnable 

1  imageinput Image Input 256(S)*256(S)*3(C)*1(B) - 0 

2  conv 2-D 

Convolution 

254(S)*254(S)*8(C)*1(B) Weights 

3*3*3*8 

Bias 1*1*8 

224 

3  leakyrelu Leaky Relu 254(S)*254(S)*8(C)*1(B) - 0 

4  batchnorm_1 Batch 

Normalization 

254(S)*254(S)*8(C)*1(B) Offset 1*1*8 

Scale 1*1*8 

16 

5  maxpool 2-D Max 

Pooling 

252(S)*252(S)*8(C)*1(B) - 0 

6  conv_1 2-D 

Convolution 

252(S)*252(S)*16(C)*1(B) Weights 

3*3*3*16 

Bias 1*1*16 

1168 
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7  batchnorm_2 Batch 

Normalization 

252(S)*252(S)*16(C)*1(B) Offset 1*1*16 

Scale 1*1*16 

32 

8  leakyrelu Leaky Relu 256(S)*256(S)*16(C)*1(B) - 0 

9  batchnorm_3 Batch 

Normalization 

252(S)*252(S)*16(C)*1(B Offset 1*1*16 

Scale 1*1*16 

32 

10  maxpool_1 2-D Max 

Pooling 

250(S)*250(S)*16(C)*1(B) - 0 

11  conv_2 2-D 

Convolution 

250(S)*250(S)*16(C)*1(B) Weights 

3*3*16*32 

Bias 1*1*32 

4640 

12  batchnorm_4 Batch 

Normalization 

250(S)*250(S)*16(C)*1(B) Offset 1*1*32 

Scale 1*1*32 

64 

13  maxpool_2 2-D Max 

Pooling 

125(S)*125(S)*32(C)*1(B) - 0 

14  leakyrelu_4 Leaky Relu 125(S)*125(S)*64(C)*1(B) - 0 

15  conv_3 2-D 

Convolution 

125(S)*125(S)*64(C)*1(B) Weights 

3*3*32*64 

Bias 1*1*64 

18496 

16  batchnorm_5 Batch 

Normalization 

125(S)*125(S)*64(C)*1(B) Offset 1*1*64 

Scale 1*1*64 

128 

17  leakyrelu_2 Leaky Relu 125(S)*125(S)*64(C)*1(B) - 0 

18  maxpool_3 2-D Max 

Pooling 

125(S)*125(S)*64(C)*1(B) - 0 

19  conv_4 2-D 

Convolution 

63(S)*63(S)*128(C)*1(B) Weights 

3*3*64*128 

Bias 1*1*128 

18464 

20  leakyrelu_3 Leaky Relu 63(S)*63(S)*128(C)*1(B) - 0 

21  batchnorm_6 Batch 

Normalization 

63(S)*63(S)*128(C)*1(B) Offset 

1*1*128 

Scale 1*1*128 

64 

22  maxpool_4 2-D Max 

Pooling 

63(S)*63(S)*128(C)*1(B) - 0 

23  dropout Dropout 128(S)*128(S)*32(C)*1(B) - 0 

24  fc Fully Connected 1(S)*1(S)*3(C)*1(B) Weights 

3*508032 

Bias 3*1 

1572867 

25  softmax Softmax 1(S)*1(S)*3(C)*1(B) - 0 

26  classoutput Classification 

Output 

1(S)*1(S)*3(C)*1(B) - 0 
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Table.4. represents the end-to-end proposed CoronaNet architecture, including 

description of the 26 layers, activation functions, learnable weights and total number of 

parameters (1.6 million). The proposed CoronaNet model, starts with one input layer and 

progresses through five convolution layers (conv 1, conv 2, conv 3, conv 4, and conv 5), five 

Leaky ReLU layers, six  

batch normalization layers and five maxpooling layers, which altogether (22 layers) forms 

feature extraction unit and the other 4 layers viz. one dropout layer, one fully connected layer, 

one softmax classifier and one classification output layer, which altogether forms classification 

unit, has been used in our study. In each block, Convolution, Leaky ReLU, Batch 

Normalization and Maxpooling layers are collectively used for designing CoronaNet model. 

The "ADAM" optimizer [39] has been used to train the end-to-end CoronaNet model with an 

initial learning rate 0.0001. 

 

3.  Results And Discussion 

3.1. Dropout  

Convolutional neural networks with large number of parameters and hyper-parameters 

are powerful machine learning systems. However, overfitting is a serious issue in these deep 

learning networks. These large networks are slow to use, making it difficult to deal with 

overfitting by combining the predictions of many different large neural networks. Dropout is 

one of the hyper-parameters in CNN and it is a method for resolving overfitting issue [40]. The 

other hyper-parameters, used in this simulation, are epoch 10 for both classifications. The 

learning rate and batch size have a big impact on the network's performance. They have a 

significant correlation with each other. In practical terms, in order to determine the optimum 

batch size, it is recommended to try for smaller batch sizes first (usually 32 or 64). Keeping the 

learning rate low, when the batch size is decreased, the network is allowed to train better. i.e., 

small batch sizes require small learning rates [41]. In this performance test, ADAM is 

employed as optimizer along with small learning rate 0.0001 in both classifications. 

Table.5. Performance test accuracy (in %) of the CoronaNet model, trained for 

different dropout rates 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table.5. provides the performance of the CoronaNet for the different dropout rates such 

as 0.1, 0.2, 0.3, 0.4, 0.5 and 0.6. and batch sizes 32 and 64 in both classifications. For binary 

class classification, dropout rate 0.2 has yielded the highest accuracy of 93.8% whereas for 

multi-class classification, dropout rate 0.5 has yielded the highest accuracy of 92.7%.  

 

Type 

of 

classifi

cation  

Batc

h 

size 

Dropout rates 

0.1 0.2 0.3 0.4 0.5 0.6 

Binary 

class 

32 92.6 90.

2 

92.0 89.

6 

89.

3 

82.

9 

64 85.8 93.

8 

87.9 93.

3 

91.

9 

87.

5 

Multi-

class 

32 91.9 92.

3 

91.5 89.

3 

92.

7 

87.

2 

64 88.3 91.

6 

89.7 91.

0 

80.

0 

81.

6 
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3.2. Batch Size 

It is one of the most significant hyper-parameters for customizing the deep learning 

model. Hence in this performance test, the learning rate 0.0001 is used in both classifications 

and dropout rates 0.2 and 0.5 are used in binary and multi classifications respectively as per 

Table.5.  

Table.6. Performance test accuracy (in %) of the CoronaNet model, trained for 

different batch sizes 

 

Type of 

classification 

Batch size 

16 32 64    128 

 Binary class 89.5 91.5 96.4  91.3 

Multi-class 92.7 94.4 88.1 91.4 

 

 Table.6. shows the performance test accuracy for different batch sizes, such as 16, 32, 

64, and 128. For binary class classification, batch size 64 has achieved the highest accuracy of 

96.4% and for multi-class classification, batch size 32 has achieved the highest accuracy of 

94.4%. 

3.3. EPOCH  

The importance of epochs in deep learning has also been studied in numerous 

experimental studies. One epoch is counted when ((Number of iterations * Batch size) / (Total 

number of images for training)). As the epoch values increase, more number of times the 

weights are changed in the neural network and the curve goes from underfitting to optimal and 

optimal to overfitting.  

Hence in this performance test, the learning rate 0.0001 is used in both classifications 

and dropout rates 0.2 and 0.5 are used in binary and multi classifications respectively as per 

Table.5. Also, the batch sizes 64 and 32 are used in binary and multi classifications respectively 

as per Table.6. 

 

 

 

 

 

 

 

 

 

 

 

Table.7. Performance test accuracy (in %) of the CoronaNet model, trained for various 

epoch values 

Table.7. shows the performance of the CoronaNet for different epoch values such as 

10, 20, 30, 40, 50, 60 and 70. Epoch value 50 has yielded the highest accuracy of 96.4% for 

binary class classification and epoch value 30 has yielded the highest accuracy of 94.4% for 

multi-class classification.  

 

 

 

Type of 

classificat

ion 

Epoch values 

10 20 30 40 50 60 70 

Binary 

class 

92.7 94.

5 

94.

7 

92.

3 

96.

4 

90.

3 

90.

3 

Multi-

class 

91.2

3 

92.

8 

94.

4 

90.

6 

91.

5 

90.

9 

90.

0 
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Table.8. Performance of different optimizers for binary class and multi-class 

classifications of six pre-trained models and proposed CoronaNet model 

Model

s 

Binary class classification Multi-class classification 

 

 

AlexN

et 

Opti

mizer  

Accu

racy  

Preci

sion 

Sensi

tivity 

Speci
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3.4. Performance Of Different Optimizers 

An optimizer (learning algorithm) helps the architecture to learn more information 

during the training process in order to minimize the performance gap between training and 

validation.  

 Table.8. presents the results of binary class and multi-class classification problems 

using different optimizers, viz. SGDM (Stochastic Gradient Descent Optimization), ADAM 

(Adaptive Moment Estimation) and RMS-prop. According to the table, ADAM optimizer on 

the AlexNet, GoogleNet and SqueezeNet have produced the highest classification accuracies 

of 95.9%, 92.8% and 94.8% respectively for binary class classification and of 93.9%, 83.89% 

and 89.40% respectively for multi-class classification.  

The ADAM optimizer on the ResNet-50 model has produced the highest classification 

accuracy of 93.7% for binary class classification while the SGDM optimizer has produced the 

highest accuracy of 90.8% for multi-class classification. For binary classification, the ADAM 

optimizer on the VGG-16 model has yielded the greatest accuracy of 96.3%, while the RMS-

prop optimizer on VGG-16 has yielded the highest accuracy of 92.6% for multi-class 

classification. SGDM optimizer on Inception-V3 has yielded the highest classification 
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accuracy of 93.2% for binary class classification whereas ADAM optimizer on Inception-V3 

has yielded the highest classification accuracy of 89.7% for multi-class classification.  

In comparison to the other competitive optimization methods, the ADAM optimizer 

performs quite well in both classifications. The ADAM optimization technique is applied 

during the training phase to avoid error in each iteration. Its optimization algorithm is an 

adaptive learning rate algorithm is developed specifically for deep neural network training. It 

is simple to use and uses a little memory to implement the function. It combines the Root Mean 

Square Propagation (RMS-prop) and the SGDM optimization techniques [39]. 

The proposed CoronaNet model with ADAM optimizer has generated the 

highest classification accuracy of 96.4% for binary class classification and of 94.4% for multi-

class classification. Hence, ADAM optimizer has been adopted in our study. 

In our observation, while using the same hyper-parameter values both in the pre-trained 

and CoroanaNet models, their classification accuracies for binary class classification are almost 

closer; but that for multi-class classification are lower in pre-trained models. If different hyper-

parameter values will be used in these pre-trained models, then the classification accuracies 

may improve. 

 

Table.9. Hyper-parameters of proposed CoronaNet model for binary class and multi-

class classifications 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Hyper-parameters are parameters in which their values are set before starting the model 

training process. The various hyper parameters, used for the proposed network, are displayed 

in Table.9. Learning rate 0.0001(for both classes), Dropout 0.2 and 0.5, Batch size of 64 and 

32, Epoch 50 and 30 values and Optimizer ADAM (for both classes) have been respectively 

set for training CoronaNet for binary class and multi-class classifications. 
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Binary class 

classification 
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classification 

Learning rate 0.0001 0.0001 

Batch Size 64 32 

Dropout 0.2 0.5 

Epoch 50 30 

Optimizer ADAM ADAM 

Activation 

layer 

Leaky ReLU Leaky ReLU 

Hardware 

resource 

Single CPU Single CPU 

Programming 

language 

Matlab 

2021Rb 

Matlab 

2021Rb 
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3.5. Graphics Of Training Accuracy And Validation Loss   

       

 

Fig.6(a). Plot of training accuracy of proposed model for multi-class classification 

 

 

Fig.6(b). Plot of validation loss of proposed model for multi-class classification 

 

Figs. 6(a) and 6(b) depict the performance evaluation of training and validation loss 

accuracy.  In Fig.6(a)., the light blue color denotes training accuracy while the blue color 

denotes testing accuracy. The loss value for the training samples presented in Fig.6(b). The 

orange color indicates validation loss for training while light orange indicates that for testing. 

The training has been finished in 2000 iterations for binary class classification and in 3660 

iterations for multi-class. 

 

3.6.  Confusion Matrix Of Coronanet Model 

The following confusion matrices which are generated after the full iterations are over 

in our CoronaNet model. 

 

Fig.7(a). Confusion matrix for binaryclass classification of CoronaNet 

 

 

Fig.7(b). Confusion matrix for multi-class classification of CoronaNet 
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The confusion matrix of binary class classification is shown in Fig.7(a). Among the 561 

Covid-19 images, 26 images are misclassified as Non-Covid, while in normal case 14 chest X-

ray images are misclassified as Covid-19. Fig.7(b). depicts the confusion matrix of multi-class 

classification.  529 COVID-19 samples, 514 normal samples, and 548 pneumonia samples were 

correctly classified, totally 32 COVID-19 samples were misclassified as Normal and 

Pneumonia, 29 normal samples are misclassified as Covid-19.  15 normal samples are 

misclassified as Pneumonia1.19 Pneumonia samples are misclassified as Covid-19. Overall, 

the accuracy achieved by binary class classification is 96.4% and multi class classification is 

94.4%. 

 

3.7.  Comparison Of the Proposed Coronanet Model With Other Existing Studies 

According to the findings, the majority of other existing CNN studies have been trained on a 

small dataset for classification, whereas the proposed CoronaNet model has been trained on a 

huge dataset. Table.10. shows a comparative analysis of the existing CNN studies and the 

proposed CoronaNet model in terms of accuracy. The proposed model has achieved the highest 

accuracy of 96.4% for binary class and 94.4% for multi-class classifications.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table.10. Comparison of the proposed CoronaNet model with existing CNN studies 

 

Existing studies 

& 

CoronaNet model 

Accurac

y of 

binary 

class 

Accura

cy of 

multi-

class 

T. Ozturk et al. [18] - 87.02% 

Linda Wang et al. [19] - 92.60% 

M. Polsinelli et al. [20] 85.03% - 

M. M. Mijwil and E. A. 

Al-Zubaidi [21] 

82.14% - 

Lourdes Duran-Lopez et 

al. [22] 

94.24 - 

Prabira Kumar Sethy et 

al. [23] 

95.38 - 

Ezz EI-Din Hemdan et 

al. [24] 

90%  

X. Xu et al. [25] 86.7%  

M. Rahimzadeh and A. 

Attar [26] 

- 91.40% 

T. Mahmud et al. [27] 94.7% 89.6% 

K. Medhi et al. [28] 93% - 

AlexNet 95.9% 93.9% 

GoogleNet 92.8% 83.89% 

VGG-16 96.3% 92.6% 

ResNet-50 93.7% 89.8% 

SqueezeNet 94.8% 89.4% 

Inception-V3 92.7% 89.7% 

Proposed CoronaNet 96.4% 94.4% 
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The automatic detection of Covid-19 from the test dataset of chest X-ray images using 

proposed CoronaNet model is illustrated in Fig.8. as an example.  In this figure, the input and 

output images are displayed as multi-classification results of Covid-19, Normal and 

Pneumonia.  

  

Fig .8. Illustration of classification results of the proposed CoronaNet model for 

randomly selected test input images 

 

4.  Conclusions 

A new CNN approach (CoronaNet) is presented in this study to detect Covid-19 from 

chest X-ray images. The proposed approach can be used to test larger size datasets. When the 

results are compared to various existing binary class classification and multi-class classification 

models (Table 10), the proposed model has achieved the highest accuracy of 96.4% for binary 

class classification and 94.4% for multi-class classification. Dropout 0.5 has yielded highest 

accuracy 92.7% for multi-class classification and dropout 0.2 has yielded highest accuracy 

93.8% for binary class classification. Batch sizes of 64 and 32 are respectively chosen for 

binary class classification and multi-class classification. Both the classification procedures 

have used the same Learning rate 0.0001. Epoch 50 and 30 are respectively chosen for binary 

class and multi-class classifications. In this study, ADAM optimizer has been adopted. This 

study /simulation suggests that batch normalization performs better than group normalization 

and LeakyReLU performs better than the other two activation functions viz. ReLU and Elu. 

Hence, LeakyReLU activation function is used in both classifications. The proposed model is 

less expensive to compute and has showed promising results. There is no need for manual 

feature extraction because proposed model is totally automated from beginning to end. The 

hyper-parameters dropout, batch size, epoch and optimizer, all, used for training, have a bigger 

impact on the classification accuracies. The proposed CoronaNet model outperforms the 

existing models in detecting Covid-19 from chest X-ray images. The proposed technique could 

be a useful tool for radiologists to diagnose and treat Covid-19 patients promptly. 
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